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MULTI-TENANT INFORMATION
PROCESSING SYSTEM, MANAGEMENT
SERVER, AND CONFIGURATION
MANAGEMENT METHOD

CLAIM OF PRIORITY

The present application claims priority from Japanese
patent application JP 2011-124311 filed on Jun. 2, 2011, the
contents of which are hereby incorporated by reference into
this application.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a multi-tenant information
processing system, a management server, and a configuration
management method. More particularly, the present inven-
tion relates to a multi-tenant information processing system
that aggregates plural business systems (so-called tenants)
into a single system, a management server, and a configura-
tion management method in which at the time of initial con-
struction (new configuration) of a tenant, design items set for
a network device used by the tenant are automatically calcu-
lated so as not to be duplicated among the tenants to ensure
independence set between the tenants and the devices.

2. Related Art

In recent years, the application of cloud computing (cloud)
to a data center (DC) has been developed and activated. In
general clouds, a DC provider virtualizes and constructs plu-
ral company IT systems or plural business systems within a
company on an information processing system including a
server, a storage, and a network. Because the cloud is based on
avirtualization technique, the cloud is excellent in scalability
as compared with a physical system. On the other hand,
because the plural company IT systems are integrated into a
single information processing system, the plural IT systems
are mixed together, and complicated. The IT systems virtu-
alized or business systems virtualized for respective clients,
which are integrated into, for example, the cloud are called
“tenants”.

In order to prevent the sophisticated configuration of the
system, in an example of the cloud provided at present, vir-
tualized server resources or virtualized storage resources can
be customized, but the network configurations are fixed, in
the IT system configuration provided to the clients. There-
fore, it is limited to apply the cloud to the company IT sys-
tems.

On the other hand, a cloud that can configure flexible
network connection is also provided. In the cloud of this type,
virtualized network resources are managed so that indepen-
dence among the tenants can be ensured by the aid of a ledger
at the time of initially constructing the tenants. In recent
years, the virtualized server resources and the virtualized
storage resources are pooled, but the virtualized network
resources are not pooled. A manager uses an operation pro-
cess that after determines Nos. (for example, VILAN Nos. or
1P addresses) for identifying a virtual network, performs set-
ting. This requires consideration of various devices and types
thereof in virtualizing the network resources, which causes
the use of a single resource management method to be dis-
abled.

The initial configuration of the tenants in a related art
multi-tenant information processing system suffers from the
following matters to be solved.

A first matter to be solved resides in that it is difficult to
specify design items depending on the tenants in various
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network devices configuring the multi-tenant information
processing system. For example, in the design of a switch of
alayer 3 in the multi-tenant information processing system, in
order to ensure the independence among the tenants, virtual
network identifiers (for example, virtual routing and forward-
ing (VRF) identifiers) of the layer 3, and virtual network
identifiers (for example, virtual LAN (VLAN) identifiers) of
alayer 2 are determined for each of the tenants (depending on
the tenants). However, the other design items necessary for
setting the layer 3 switch, for example, a netmask value is
frequently managed as a value not depending on the tenant.
Also, among the setting items of a firewall, for examples,
identifiers of virtual routers, identifiers of sub-interfaces,
VLAN identifiers, server identifiers, and policy identifiers are
determined for each of the tenants. On the contrary, the other
design items, for example, the netmask value is managed as a
value not depending on the tenant. Further, among the design
items determined for each of the tenants, there are items
required to calculate a design value for each of the tenants,
and items referring to the design value calculated once. In this
way, in the initial construction of the tenants in the related art
multi-tenant information processing system, it is difficult to
specify the design items depending on the tenants for each
design item of a device.

A second matter to be solved resides in that when the tenant
is initially configured, because the tenants can have various
network configurations, it is difficult to specity the device
constituting the tenant. For example, there are a case in which
one tenant configures a three-tiered Web system by the aid of
the firewall and the switch of the layer 3, and a case in which
another tenant connects only a calculation server by the layer
3 switch. Also, there is a case in which another tenant con-
figures a business system connected to a network-attached
storage. Thus, in the related art multi-tenant information pro-
cessing system, because a device group to be used is different
depending on the tenants, it is difficult to specify the device
group constituting the tenants.

A third matter to be solved resides in that, even if the device
can be specified, and the design items depending on the
tenants can be specified, a method of determining the design
values of the design items is obscure. For example, in the
initial construction ofthe tenants, when a VL AN of the switch
is designed, it is difficult to specify what number should be
used as the VL AN identifier for the tenant, more specifically,
what number should be used as a VLAN ID. Also, in design-
ing the firewall, when the virtual router is used, it is difficult
to specify what should be used as the virtual router identifier.
Those values need to be determined to ensure the indepen-
dence among the tenants.

In order to solve the above matters, in the above-mentioned
multi-tenant information processing system, there is a task
that the design items depending on the tenants are specified in
the devices constituting the tenants, and the design values for
the specified design items are promptly calculated without
overlapping with another tenant, at the time of initially con-
structing the tenants.

The following related arts are disclosed.

JP-A-2004-272908 discloses, for example, a method of
integrating phases of design, development, and management
of the system (Related art 1). The data center is required to
host plural applications, but a distributed application fre-
quently has complicated networking requirements, resulting
in a high possibility that a work of constructing topology of a
physical network so as to comply with the application
requirements needs a time-consuming process. Also, this pro-
cess is liable to incur a human error. In order to solve this
matter, Related art 1 discloses a method in which a system is
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designed by using a system definition model, and the system
is developed on one or plural computing devices by using the
system definition model.

JP-A-2004-40374 discloses a virtual network designing
device, a sub-network designing device, and a virtual network
designing method (Related art 2). In Related art 2, in order to
accurately complete the design and maintenance of the virtual
network in a short time, information on the physical network
and the virtual network is display in parallel. As a result,
because whether IP addresses are overlapped among the
users, or not, can be confirmed on a GUI, design costs can be
reduced.

“Implementation and Evaluation of Network Management
System EasyLayering for reducing Management Costs under
server virtualizing environments”, Institute of Electronics,
Information and Communication Engineers, Technical
Report, NS, Network System 109(273), pp. 71-76, November
2009, discloses a technique in which, for example, physical
and logical connection configurations of the server and the
network device are managed to facilitate a VLAN setting
operation (Related art 3). At the time of increasing the number
of virtual servers in the tenants, when an identifier of the
VLAN to which the virtual server is connected is entered, the
connection configuration of plural switches associated with
the input VL AN identifier is retrieved, and an associated
switch group is specified to automatically conduct the VLAN
setting of the plural switches.

Inthe above-mentioned Related art 1, at the time of initially
constructing the tenants, the device group configured by the
tenants can be specified by using the system definition model.
However, the matter to be solved by the present invention
cannot be solved from the following new points. For example,
it is difficult to specify whether the items to be set for the
devices depend on each tenant, or not, after the devices con-
figuring each tenant have been specified. Also, it is difficult to
calculate the design values set for the respective set items.

In Related art 2, in order to accurately complete the design
and maintenance of the virtual network in a short time, the
information on the physical network and the virtual network
is display at the same time. However, the matter to be solved
by the present invention cannot be solved from the following
viewpoints. For example, it is difficult to specify whether the
items set for the devices configuring each tenant depend on
the tenant, or not. Also, it is difficult to specify the devices
configuring each tenant. Further, it is difficult to calculate the
design values set for the respective design items after the
devices configuring each tenant and the design items have
been specified.

In Related art 3, when the devices configuring each tenant
are a router and a switch, a configuration device for which the
design value of the VLLAN should be set is specified on the
basis of the design value of the VLAN which has been deter-
mined by the manager, and the VL AN for that device can be
automatically set. However, the matter to be solved by the
present invention cannot be solved from the following view-
points. For example, it is difficult to specify the devices con-
stituting the tenant. Also, it is difficult to specify the design
items depending on each tenant among the design items set
for the specific device. Further, it is difficult to calculate the
design values of the respective design items set for the device.

SUMMARY OF THE INVENTION

The present invention has been made in view of the above
circumstances, and therefore an object of the present inven-
tion is to provide a multi-tenant information processing sys-
tem in which, at the time of initially constructing each tenant,
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4

design items depending on the tenant are specified according
to devices constituting the tenant, and design values of the
design items are promptly calculated without overlapping
with other tenants.

According to the present invention, in the multi-tenant
information processing system of this type, at the time of
initially constructing each tenant, the design items depending
on the tenant are specified in the devices constituting the
tenant, and the design values of the design items are promptly
calculated without overlapping with other tenants.

For example, among the items set for the devices config-
uring each tenant, for the task of specifying the design items
depending on the tenant, the design items are classified into
the design items depending on the tenant and the design items
not depending on the tenant for each of the devices in
advance, and the design items depending on the tenant are
further classified into items to be calculated and items to be
referred.

Also, at the time of initially constructing each tenant, for
the task of specifying a device group constituting the tenant,
plural kinds of configuration patterns indicating which
devices configure the tenant are created in advance to stati-
cally determine the devices to be used.

Further, for the tasks of clarifying a method of calculating
the design values of the specified design items depending on
the tenant, a calculation algorithm is statically managed
which prevents each calculation item of the design items
depending on the tenant from overlapping among the tenants.

According to the first solving means of'this invention, there
is provided a management server in a multi-tenant informa-
tion processing system which includes a plurality of types of
network devices, a server device, a storage device, and the
management server, configures a tenant which is a virtual
system including a desired network device among the net-
work devices, a virtual server realized by the server device,
and a virtual storage realized by the storage device for each of
clients, and accommodates a plurality of the tenants, the
management server comprising:

a tenant design item storage area in which design items to
be set in the devices and information indicating whether or
not each of the design items depends on the tenant, are stored
in advance, for each of the devices constituting the tenant;

a design algorithm storage area in which a calculation rule
for calculating design values of the design items so as to be
different from each other for each of the tenants is stored in
advance, in correspondence with the design items; and

a tenant design unit that refers to the tenant design item
storage area to specify the design items depending on the
tenant among the design items for the devices constituting the
tenant, calculates the design values of specified design items
depending on the tenant according to the calculation rule in
the design algorithm storage area and stores calculated design
values at the time of initially constructing the tenant.

According to the second solving means of this invention,
there is provided a multi-tenant information processing sys-
tem which includes a plurality of types of network devices, a
server device, a storage device, and the management server,
configures a tenant which is a virtual system including a
desired network device among the network devices, a virtual
server realized by the server device, and a virtual storage
realized by the storage device for each of clients, and accom-
modates a plurality of the tenants, wherein

the management server comprises:

a tenant design item storage area in which design items to
be set in the devices and information indicating whether or
not each of the design items depends on the tenant, are stored
in advance, for each of the devices constituting the tenant;
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a design algorithm storage area in which a calculation rule
for calculating design values of the design items so as to be
different from each other for each of the tenants is stored in
advance, in correspondence with the design items; and

a tenant design unit that refers to the tenant design item
storage area to specify the design items depending on the
tenant among the design items for the devices constituting the
tenant, calculates the design values of specified design items
depending on the tenant according to the calculation rule in
the design algorithm storage area and stores calculated design
values at the time of initially constructing the tenant.

According to the third solving means of this invention,
there is provided a configuration management method for
obtaining design values set for devices constituting a tenant at
the time of newly configuring the tenant, in a multi-tenant
information processing system which includes a plurality of
types of network devices, a server device, a storage device,
and a management server, configures the tenant which is a
virtual system including a desired network device among the
network devices, a virtual server realized by the server device,
and a virtual storage realized by the storage device for each of
clients, and accommodates a plurality of the tenants, the
configuration management method comprising:

storing, in a tenant design item storage area, design items to
be set in the devices and information indicating whether or
not each of the design items depends on the tenant, for each of
the devices constituting the tenant;

storing, in a design algorithm storage area, a calculation
rule for calculating the design values of the design items so as
to be different from each other for each of the tenants; and

referring to the tenant design item storage area to specify
the design items depending on the tenant among the design
items corresponding to the devices constituting the tenant,
calculating the design values of specified design items
depending on the tenant according to the calculation rule in
the design algorithm storage area, at the time of initially
constructing the tenant.

According to the present invention, it is possible to provide
a multi-tenant information processing system in which, at the
time of initially constructing each tenant, design items
depending on the tenant are specified according to devices
constituting the tenant, and design values of the design items
are promptly calculated without overlapping with other ten-
ants.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating a system configuration
according to a first embodiment of the present invention.

FIG. 2 is a diagram illustrating a configuration example of
a server according to the embodiment of the present inven-
tion.

FIG. 3 is a diagram illustrating a configuration example of
a management server according to the embodiment of the
present invention.

FIG. 4 is a diagram illustrating a configuration example of
a design calculator according to the embodiment of the
present invention.

FIG. 5 is a diagram illustrating a configuration example of
a tenant design item management table.

FIG. 6 is a diagram illustrating a configuration example of
a configuration template.

FIG. 7 is a diagram illustrating a configuration example of
a setting algorithm management table.

FIG. 8 is a diagram illustrating a configuration example of
a tenant design value management table.
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FIG. 9 is a diagram illustrating a configuration example of
a tenant design value management table.

FIG.101s a diagram illustrating a configuration example of
a tenant independent item management table.

FIG. 11 is a flowchart illustrating a tenant system configu-
ration management flow.

FIG. 12 is a flowchart illustrating a tenant new configura-
tion flow.

FIG. 13 is a flowchart illustrating a design value calculation
flow.

FIG. 14 is a diagram illustrating a configuration example of
tenants according to the embodiment of the present invention.

FIG. 15 is a flowchart illustrating a tenant new configura-
tion flow according to a second embodiment of the present
invention.

FIG.161s a diagram illustrating a configuration example of
a tenant pattern management table.

FIG. 17 is a diagram illustrating a configuration example of
a command pattern management table.

FIG. 18 is a flowchart illustrating a setting generation flow.

FIG. 19 is a diagram illustrating a configuration example of
a resource management table.

FIG. 20 1s a diagram illustrating a configuration example of
a resource management unit.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

1. First Embodiment

FIG. 1 is a diagram illustrating a system configuration
according to a first embodiment of the present invention.

A data center 100 communicates with devices of client
sites 101a and 1015 through appropriate networks such as
wide area networks 1054, 1055, and a dedicated network 106
such as a VPN (Virtual Private Network). The data center 100
includes a server 110 that provides clients with services, a
storage area network (SAN) 114, a storage 111 that is con-
nected to the server 110 through the storage area network 114,
a service network 113, a management switch 120, a manage-
ment server 116, and a management terminal 135q having a
configuration management interface (I/F) 1805. The storage
area network 114 includes one or more SAN switches 112a
and 1124, and uses a storage connection protocol such as a
fiber channel protocol. The storage 111 includes one or more
virtual storages 111a, 1115, and 111c¢. Each of the virtual
storages is called, for example, an LU (logic unit). The man-
agement switch 120 is connected to, for example, the respec-
tive devices (physical devices) within the data center 100, and
connected to the management server 116 through a manage-
ment network 115. Also, the management server 116 of the
data center 100 communicates with a management terminal
1354 having a configuration management I/F 180a through a
management wide area network 107. The server 110 and the
management switch 120 are not limited to one in number, but
plural servers 110 and plural management switches 120 may
be provided.

The management server 116 receives a tenant configura-
tion management request from a management terminal 135 as
an input, and specifies design items for each device config-
uring a tenant by the aid of information added to the request.

The service network 113 includes, for example, one or
plural routers 131, firewalls 141, load balancers 151, and
switches 161 as physical devices. The devices such as the
plural routers 131, the firewalls 141, the load balancers 151,
the switches 161, and the SAN switch 112a are selectively
used according to requirements from the clients to configure
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the tenants. In the present specification, the tenant means a
system virtually configured for each of the clients.

The router 131, the firewall 141, and the load balancer 151
are provided one by one as the physical devices, but may have
a function of virtually providing the plural routers, firewalls,
and load balancers, respectively. In this case, for example, one
tenant may use one virtual router function of the physical
router as the occasion demands. Alternatively, in recent years,
an integrated network device having the functions of the
router, the load balancer, and the firewall installed on one
physical device may be provided. Further, in recent years, a
virtual network appliance has also appeared in which the
functions of the router 131, the firewall 141, and the load
balancer 151 are configured by software, and installed on a
virtual server. Accordingly, not only the physical devices but
also virtual network appliance devices may be provided in the
service network 113 to be subjected to configuration manage-
ment. The physical devices, the integrated network device,
the virtual network appliance devices, or an appropriate
device, which provides the functions of the router 131, the
firewall 141, the load balancer 151, the switch 161, and the
SAN switch 112, is called a “network device” in this embodi-
ment. When the integrated network device or the respective
virtual network appliance devices are provided in the service
network, only physical connection relationships among the
devices within the service network 113 are different from
each other. Items set for the devices are identical with those in
the related art physical device, and not illustrated in this
embodiment, and a configuration management method when
the physical devices are used will be described.

FIG. 14 illustrates a configuration example of a multi-
tenant system.

Within the data center 100, a virtual service network for
each ofthe clients is configured by using the respective physi-
cal devices. The virtual service network also includes the
storage area network using the SAN switch. The physical
devices configuring the virtual service network are different
depending on each tenant. The respective physical devices
and the servers are used in the plural virtual service networks.

For example, a tenant 1 (1201) includes a router 131q, a
firewall 141a, a switch 1614, a firewall 141¢, switches 161¢
and 1614, the SAN switch 1124, and the LU 111a. The server
110 is disposed in plural segments. The tenant 1 in FIG. 14
includes, for example, segments A to D. Each of the segments
is to section a portion (for example, the segments C and D in
FIG. 14) in which a server group (for example, web server or
mail server) used for a communication with the external such
as an internet is arranged, which is generally called “demili-
tarized zone (DMZ)”, or segments (for example, the segments
A and B) in which business servers existing within a company
network are arranged through the firewall 141c.

A tenant 2 (1202) includes, for example, the router 131a,
the firewall 141a, the switch 161a, a switch 1615, the SAN
switch 1125, and the LU 1115. Also, the tenant 2 includes
segments E and F as the segments in which the server is
arranged.

A tenant 3 (1203) includes, for example, the switch 1614,
a load balancer 1515, the switch 161c¢, the SAN switch 1124,
and the LU 111c. Also, the tenant 2 includes segments G and
H as the segments in which the server is arranged.

The configuration shown in the tenant 3 is used in a case
where the client site and the tenant access to each other
through the dedicated network. The configurations of the
tenants are not limited to the above configurations, but appro-
priate configurations can be applied.

FIG. 14 illustrates an example in which each tenant has the
independent LU through the SAN switch. Alternatively, each
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tenant may have one or more LUs. Also, the respective tenants
may share one LU. Also, for the purpose of improving the
reliability, each tenant may be connected to an independent
LU through the plural the SAN switches.

FIG. 2 illustrates a configuration example of a server 110a
according to this embodiment. Since the same is applied to
the configurations of the other servers 11056 to 1104, the
server 110a will be described, and a description of the other
servers will be omitted.

The server 110a has a physical hardware 201. The physical
hardware 201 includes a physical CPU 210, a physical
memory 211, a physical network interface card (NIC) 212, a
physical host bus adapter (HBA) 213. The server 110a may
include a converged network adapter (CNA) 214 that con-
verges the functions of the physical NIC and the physical
HBA. The converged network adapter may accept, for
example, InfiniBand or FCoE. In general, the CNA is avail-
able as a related art fiber channel card or a network card. Also,
when the CNA is used, a switch that accepts a converged
network protocol is used as a switch connected to an end of
the CNA (not shown).

The server 110a is virtualized, and includes a virtualization
unit 202, and virtual servers 203a and 2035. The virtualiza-
tion unit 202 includes a virtual server controller 220 and a
virtual switch unit 230. The virtual server controller 220
includes virtual CPU controllers 221a and 2215, and a physi-
cal CPU controller 222. The virtual server controller 220
operates in cooperation with the physical CPU 210, and allo-
cates a virtual CPU resource to the virtual server 203. The
virtual switch unit 230 includes virtual NIC controllers 231a,
2315, a physical NIC controller 232, a virtual NIC configu-
ration management unit 233, and a virtual switch configura-
tion management unit 234. The virtual NIC controllers 231a,
2315, and the physical NIC controller 232 operate in coop-
eration with the physical NIC 212, and allocate a virtual
interface resource to the virtual server 203 as with the virtual
server controller 220. The virtual NIC configuration manage-
ment unit 233 sets a capacity and bandwidth of the virtual
NIC. The virtual switch configuration management unit 234
manages the switches in communicating between the virtual
servers.

The virtual server 203a includes a business application
241a, an operating system (OS) 242, and a virtual NIC 243.
Although not shown, the virtual server 203a¢ may include a
virtual HBA and a virtual CNA. The same is applied to the
virtual server 2035.

The server 110 may use VMware, Hyper-V, or Xen for the
virtualization unit 202.

FIG. 3 illustrates a configuration example of the manage-
ment server 116 according to this embodiment.

The management server 116 includes, for example, a con-
figuration management request receiver 301, a table genera-
tor 302, a tenant configuration creating unit 303, a tenant
configuration modifying unit 304, a tenant configuration
deleting unit 305, a tenant management table 306, a table
update unit 307, a tenant displaying unit 308, and a resource
management unit 309.

The configuration management request receiver 301
receives a configuration management request from the man-
agement terminal 135a or 1355, checks the contents of the
configuration management request, and transfers the configu-
ration management request to any one of the tenant configu-
ration creating unit 303, the tenant configuration modifying
unit 304, the tenant configuration deleting unit 305, the table
generator 302, the tenant displaying unit 308, and the
resource management unit 309. The configuration manage-
ment request includes a request of creating the new tenant
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configuration, a request of modifying the tenant configura-
tion, a request of deleting the tenant configuration, a request
of creating setting commands of the tenant, a request of
displaying the tenant configuration, a request of creating
tables, and a request of initializing resources. Among those
requests, request of creating setting commands ofthe tenant is
designed to generate a command set for each of the devices by
the aid of a tenant design value management table 353 on the
basis of the request of creating the tenant configuration, the
request of modifying the tenant configuration, and the request
of deleting the tenant configuration. This request of creating
setting commands of the tenant includes information foriden-
tifying the tenant. The request displaying the tenant configu-
ration is designed to display the configuration of the gener-
ated tenant in the management terminal 135. The request
displaying the tenant also includes identification information
related to the tenant to be displayed. The request of initializ-
ing resources is designed to initialize a table for managing
various resources used for the configuration of the tenant
prior to the configuration management of the tenant. It is
needless to say that the other requests may be provided as the
occasion demands.

The table generator 302 generates various tables managed
by the tenant management table 306, and registers informa-
tion in the various tables.

The tenant configuration creating unit 303 specifies design
items of each device at the time of initially constructing the
tenant, and calculates design values of the specified design
items. The tenant configuration creating unit 303 includes, for
example, a request analyzer 330, a virtual storage configura-
tion unit 331, a virtual server configuration unit 332, and a
network configuration unit 333. The network configuration
unit 333 includes, for example, a tenant design unit 340, a
setting creation unit 341, and a device setting unit 342. Also,
the tenant design unit 340 includes a configuration device
specifying unit 360, a design item specifying unit 361, and a
design value calculator 362.

The tenant configuration modifying unit 304 changes the
tenant configuration. The tenant configuration modifying unit
304 specifies an appropriate item from the tenant manage-
ment table 306, and changes the specified item through the
table update unit 307. Although not shown, the tenant con-
figuration modifying unit 304 includes a tenant design unit, a
setting creation unit, and a device setting unit as with the
tenant configuration modifying unit 304.

The tenant configuration deleting unit 305 deletes the ten-
ant configuration. The tenant configuration deleting unit 305
deletes an appropriate item from the tenant management table
306 in addition to processing in the tenant configuration
modifying unit 304. Although not shown, the tenant configu-
ration deleting unit 305 includes a tenant design unit, a setting
creation unit, and a device setting unit as with the tenant
configuration modifying unit 304.

The tenant management table 306 includes, for example, a
tenant design item management table 350, a configuration
template 351, a design algorithm management table 352, a
tenant design value management table 353, a tenant indepen-
dent item management table 354, a resource management
table 355, a resource threshold management table 356, an
error flag 357, a tenant pattern management table 358, a
command pattern management table 359, and an address
management table 370. The respective tables will be
described later. The respective tables may be storage areas of
an appropriate storage form other than the table configura-
tion.

The table update unit 307 adds, changes, or deletes an
appropriate item of the tenant management table 306 accord-
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ing to an instruction from the tenant configuration creating
unit 303, the tenant configuration modifying unit 304, or the
tenant configuration deleting unit 305. The tenant displaying
unit 308 includes an HTML generator 380 and a GUI genera-
tor 381. Upon receiving a request of displaying the tenant
configuration through the configuration management request
receiver 301, the HTML generator 380 generates, for
example, a file of an HTML format according to information
set in the tenant design value management table 353. Upon
receiving the request of displaying the tenant configuration
through the configuration management request receiver 301,
the GUI generator 381 displays the tenant on the management
terminal 135, for example, in a form of GUT according to the
information set in the tenant design value management table
353. Whether the tenant is displayed in the form of HTML or
GUI can be recognized by a factor of the request. In this
embodiment, the HTML generator 380 and the GUI generator
381 are provided. However, a text format may be used for
display. Also, a manager may display the design value in a
desired format.

The resource management unit 309 initializes the contents
of the resource management table 355 according to the con-
figuration management request input through the configura-
tion management request receiver 301. Also, the resource
management unit 309 updates the contents of the resource
management table 355 according to inputs from the tenant
configuration creating unit 303, the tenant configuration
modifying unit 304, and the tenant configuration deleting unit
305. Further, the resource management unit 309 sets the con-
tents of the resource threshold management table 356 accord-
ing to a request input through the configuration management
request receiver 301.

The request analyzer 330 of the tenant configuration cre-
ating unit 303 analyzes, for example, whether the configura-
tion management request input from the configuration man-
agement request receiver 301 is a configuration request of the
virtual server of the tenant, a configuration request of the
virtual storage of the tenant, or the network configuration
request of the tenant. The virtual storage configuration unit
331 generates setting necessary for configuring the LU in
plural storage devices necessary for configuring the tenant on
the basis of a request analysis result. For example, the virtual
storage configuration unit 331 accesses to the storage 111,
and generates the LU by the aid of the generated setting. The
virtual server configuration unit 332 generates setting in plu-
ral server devices necessary for configuring the tenant on the
basis of the request analysis result. For example, the virtual
server configuration unit 332 conducts the setting of the vir-
tual NIC or the setting of the VLLAN allocated to the NIC. The
process of the virtual storage configuration unit 331 and the
process of the virtual server configuration unit 332 can use
known techniques. The network configuration unit 333 gen-
erates setting in a device groups configuring the service net-
work 113 and the storage area network 114.

As described above, the network configuration unit 333
includes, for example, the tenant design unit 340, the setting
creation unit 341, and the device setting unit 342. The net-
work configuration unit 333 is also included in the tenant
configuration modifying unit 304 and the tenant configura-
tion deleting unit 305. However, because of the same configu-
ration, the tenant configuration modifying unit 304 and the
tenant configuration deleting unit 305 are omitted from the
drawing.

For example, when the configuration management request
input from the configuration management request receiver
301 is a network configuration management request of the
tenant, the tenant design unit 340 specifies the devices con-
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figuring the tenant, specifies the design items set for the
specified devices, and calculates the design values set for the
design items. The setting creation unit 341 generates a setting
command sequence set for the respective devices configuring
the tenant on the basis of the design values designed by the
tenant design unit 340. The device setting unit 342 sets the
setting command sequence generated by the setting creation
unit 341 for the subject devices.

The tenant design unit 340 includes the configuration
device specifying unit 360, the design item specifying unit
361, and the design value calculator 362. When the configu-
ration management request input from the configuration man-
agement request receiver 301 is the network configuration
management request of the tenant, the configuration device
specifying unit 360 specifies the devices constituting the ten-
ant. For example, when the configuration requirement (con-
figuration pattern identifier) of the tenant is included in the
network configuration management request of the tenant, the
configuration device specifying unit 360 extracts a configu-
ration requirement, and specifies the devices set in the con-
figuration template 351 as an appropriate table of the tenant
management table 306. The design item specifying unit 361
specifies the setting items for the respective devices specified
by the configuration device specifying unit 360. For example,
the design item specifying unit 361 classifies and specifies the
design items depending on the tenant, and the design items
not depending on the tenant among the design items. The
design value calculator 362 calculates the design values of the
respective design items depending on the tenant configura-
tion specified by the design item specifying unit 361 by the
aid of the design algorithm management table 352 in the
tenant management table 306. After calculation, the design
value calculator 362 reflects the calculated design values in
the tenant design value management table 353 of the tenant
management table 306.

Subsequently, the respective tables of the tenant manage-
menttable 306 will be described. The configuration examples
of several tables will be described in more detail later.

The tenant design item management table 350 manages the
design items necessary for designing the tenant for each of the
devices configuring the multi-tenant information processing
system. Also, the tenant design item management table 350
manages whether the respective design items are the design
items depending on the tenant, or the design items not
depending on the tenant. Those design items can be deter-
mined according to a design policy of the tenant such as how
to design the tenant, the design items are set through the table
generator 302 prior to the tenant design. Further, when the
design items depend on the tenant, whether there is a need to
newly calculate the design values of the design items, or the
values already calculated are referred to is managed. The
tenant design item management table 350 exists for each of
the devices.

The configuration template 351 manages the configuration
pattern of the tenant. In the multi-tenant information process-
ing system, because the tenants of various configurations are
mixed together, the configuration template 351 manages the
configuration patterns taken by the tenants. For example, the
devices used by the tenant are different depending on the
pattern when one tenant of the multi-tenant information pro-
cessing system configures a three-tiered Web system, or
another tenant has only a calculation server such as grid
computing.

The design algorithm management table 352 specifies the
devices configuring the tenant, specifies the design items of
the specified devices, and when the design items depend on
the tenant, manages a calculation formula of the design values
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applied to the design items. Because the calculation formula
of the design values are also determined according to the
design policy of the tenant as with the design items of the
tenant design item management table 350, the calculation
formula is set through the table generator 302 prior to the
tenant design. Not only the calculation formula, but a calcu-
lation rule of an appropriate format may be stored in the
design algorithm management table 352.

The tenant design value management table 353 is designed
to hold the design values designed by the tenant design unit
340, and exists for each of the tenants. The tenant design unit
340 specifies the devices by the configuration device speci-
fying unit 360, specifies the items depending on the tenant
among the design items of the devices by the design item
specifying unit 361, and reflects the results of calculating the
design values of the design items depending on the tenant by
the design value calculator 362 in the tenant design value
management table 353.

The tenant independent item management table 354 is
referred by the design item specifying unit 361 when the
design items of the devices do not depend on the tenant.
Because the tenant independent item management table 354
is also determined according to the design policy of the tenant
as with the tenant design item management table 350 and the
design algorithm management table 352, the tenant indepen-
dent item management table 354 is set through the table
generator 302 from, for example, the management terminal
135 prior to the tenant design.

The resource management table 355 is used to confirm the
usable resource when the design value calculator 362 calcu-
lates the design values. The resource management table 355 is
referred to by the design value calculator 362, and updated by
the table update unit 307 (or the resource management unit
309). For example, the resource management table 355 stores
the usable resource (available resource) therein. The resource
management table 355 is prepared according to the type of the
resource to be managed.

The resource threshold management table 356 is used to
confirm the usable resource when the design value calculator
362 calculates the design values. The resource threshold man-
agement table 356 is referred to by the design value calculator
362, and updated by the table generator 302 or the table
update unit 307 (or the resource management unit 309). The
resource threshold management table 356 is also prepared
according to the type of the resource to be managed, and
stores a threshold value for confirming whether the usable
resource falls below a given value, or not therein.

The error flag 357 is set when the resource is short as a
result that the remaining amount of resource is confirmed by
the design value calculator 362. Also, the error flag 357 is
reset when shortage in the resource is eliminated by updating
the resource management table 355 or the resource threshold
management table 356.

The tenant pattern management table 358 manages an
identifier and a configuration pattern of the tenant (first cor-
responding information). The tenant pattern management
table 358 is set at the time of newly configuring the tenant.
Also, the tenant pattern management table 358 is referred to
by the setting creation unit 341.

The command pattern management table 359 manages the
devices included in the configuration pattern and a command
template set in the devices (second corresponding informa-
tion). The command template manages command sequences
necessary for setting the respective devices in the tenant con-
figuration creating, the tenant configuration modifying and
the tenant configuration deleting. The command pattern man-
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agement table 359 is prepared in advance for each type of the
configuration patterns and the management requests.

The address management table 370 manages an 1P address
used by the tenant, and the identifier of the tenant using the IP
address.

FIG. 4 illustrates a configuration example of the design
value calculator 362.

The design value calculator 362 includes a usable resource
confirmation unit 401, a calculator 402, and an error genera-
tor 403. The usable resource confirmation unit 401 confirms
the unused resource when the tenant is initially constructed,
referring to appropriate items of the resource management
table 355 and the resource threshold management table 356.
When the unused resource is short, the design value calcula-
tor 362 conducts an error processing by the error generator
403. If the unused resource still exists, the design value cal-
culator 362 conducts the processing of the calculator 402. The
calculator 402 generates the design values of the subject
design items by the aid of the calculation formula of the
design algorithm management table 352. If the unused
resource is short as a result of the process of the usable
resource confirmation unit 401, the error generator 403 sets
the error flag 357 of the tenant management table 306.

FIG. 5 illustrates a configuration example of the tenant
design item management table 350. FIG. 5 illustrates a con-
figuration example of an FW2 (firewall).

The tenant design item management table 350 is created
through the table generator 302 according to a management
request from the management terminal such as the operation
of'the manager in advance before the new configuration of the
tenant. The tenant design item management table 350 is used
to manage the design items necessary for configuring the
tenant for each of the devices. The tenant design item man-
agement table 350 also manages whether the respective
design items set for each of the devices necessary for config-
uring the tenant depend on the tenant, or not. Further, when
the design items depend on the tenant, the tenant design item
management table 350 manages the items as to whether the
design values of the items must be calculated, or the items are
referred to. Further, the tenant design item management table
350holds, for example, when the design values are calculated
or referred to, a table used for calculation or a pointer to a
table to be referred.

As a more specific example, the tenant design item man-
agement table 350 includes design information 501, sub-
items 502 of the design information, items 503 indicative of
tenant dependence or independence, classification informa-
tion 504 indicative of calculation or reference, pointers 505 to
be accessed, and identifiers 506 to be referred. The design
information 501 manages, for example, items necessary for
design for each of the device. The sub-items 502 manage, for
example, the items necessary for design for each of the design
information 501. For example, a specific design item is speci-
fied by the design information 501 and the sub-items 502 of
the design information. For example, in an example of FIG. 5,
the tenant design item management table 350 manages two of
a zone identifier and a virtual router identifier for the design
information of a virtual router. The tenant dependence 503
manages whether the respective design items are information
dependent on the tenant, or not, when configuring the tenant.
In the example shown in the figure, for example, because the
items of the zone identifier and the virtual router identifier
depend on the tenant, “0” is marked on the tenant dependence
503. Because the item of a netmask of a sub-interface does not
depend on the tenant, “x” is marked on the tenant dependence
503. The identification information and flags corresponding
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indicates whether the design values of the respective items
should be calculated or referred. For example, when the same
sub-items such as the zone identifier are used, the classifica-
tion 504 prevents the different calculations, that is, classifi-
cation of one of the same sub-items as calculation, and the
other same sub-item as reference. Also, the amount of calcu-
lation can be reduced. The tenant design item management
table 350 calculates the design values of the items described
as calculation by the aid of the calculation formula described
in the design algorithm management table 352. The tenant
design item management table 350 obtains the design values
of the items described as reference with reference to infor-
mation of the table described in the pointers to be accessed
505, which is specified by the identifiers to be referred 506.
The pointers to be accessed 505 holds the pointer to the table
used for specifying the design values for each of the items.
The identifiers to be referred 506 indicate which information
to be viewed in the table used for specifying the design values.

FIG. 6 illustrates a configuration example of the configu-
ration templates 351. The configuration template 351 man-
ages a typical configuration pattern configuring the tenant.
More specifically, the configuration template 351 manages
which device to be used in a device group configuring the
multi-tenant information processing system for each of the
patterns. For example, in the multi-tenant information pro-
cessing system, when the tenant of the web 3 hierarchies is
configured, plural switches and plural firewalls are used. On
the other hand, for example, when only a computation server
forrealizing grid computing is configured, a single switch and
plural servers are used. In the configuration pattern illustrated
in FIG. 6, only the network devices are managed. However,
the servers and the storage devices may be managed. The
configuration template 351 is set by the manager through the
table generator 302 before the tenant design. When the con-
figurations of the respective tenants in the multi-tenant infor-
mation processing system are identical with each other, there
is no need to provide the configuration template 351. If the
devices constituting the tenant can be specified, the devices
can be managed by any method.

The configuration template 351 includes configuration pat-
tern identifiers 601 and configuration devices 602. The con-
figuration pattern identifiers 601 are designed to uniquely
specify the pattern. The configuration devices 602 manage
identifiers of the devices used to configure the pattern for each
of the configuration patterns.

FIG. 7 illustrates a configuration example of the design
algorithm management table 352. The design algorithm man-
agement table 352 is designed to define how to determine the
design values of the respective design items depending on the
tenant. The management server 116 of the multi-tenant infor-
mation processing system has at least one design algorithm
management table 352. The design algorithm management
table 352 includes identifiers 701 and calculation formulae
702. The identifiers 701 each have a value unique to the
design item managed by the design algorithm management
table 352. The computation formulae 702 are designed to
calculate the design value for each of the design items. For
example, an identifier T1-1 corresponds to a zone identifier of
the virtual router in a tenant design item management table
3504a. On the other hand, in the calculation formula of the
design algorithm management table 352, the identifier T1-1
determines the zone identifier by using a calculation formula
in which 1 is added to a maximum value of the generated
tenant identifier. The tenant identifier is allocated, for
example, at the time of newly configuring the tenant, and
corresponds to a tenant identifier 1601 of the tenant pattern
management table 358 which will be described later. Also, an
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identifier T1-2 corresponds to a virtual router identifier of the
virtual router in the tenant design item management table
350a. The identifier T1-2 determines the virtual router iden-
tifier by using a calculation formula in which 1 is added to the
maximum value of the generated tenant identifier in the cal-
culation formula of the design algorithm management table
352.

FIG. 8 illustrates a configuration example of the tenant
design value management table 353. The tenant design value
management table 353 holds the design values designed by
the tenant design unit 340, and exists, for example, in each of
the tenants. In this embodiment, the tenant design value man-
agement table 353 is provided for each of the tenants, and any
method is applicable if the method enables the design values
to be managed for each of the tenants. The tenant design value
management table 353 includes tenant identifiers 801, device
identifiers 802, identifiers 803, design information 804, sub-
items 805, design values 806, and reference destinations 807.

The tenant identifiers 801 uniquely identify the tenants
configured within the multi-tenant information processing
system. The device identifiers 802 are identifiers of the
devices configuring the respective tenants. The identifiers 803
are designed to uniquely specify the respective design items
managed by the tenant design value management table 353.
The design information 804 and the sub-items 805 are syn-
onymous with the design information 501 and the sub-items
502 of the tenant design item management table 350, respec-
tively. The design values 806 hold values generated by new
configuration of the tenant for each of the design items. The
reference destinations 807 are set when the generated design
items refer to the items already calculated. For example, the
design value 806 “Zone 1” of the sub-item 805 “zone identi-
fier” set in the identifier 803 “7”is “1-FW2-1” in the reference
destination 807. This means reference to information set in an
identifier “1” of a device identifier “FW2” of a tenant identi-
fier “1” in the tenant design value management table 353. It is
needless to say that respective information corresponding to
identifiers <77, “11”, and “15” can be also set at the same time
when setting the identifier “1” of the device identifier “FW2”
of'the tenant identifier “1” in the tenant design value manage-
ment table 353.

FIG. 9 illustrates a configuration example of a switch por-
tion of the tenant design value management table 353.
Respective items in the table of FIG. 9 have the same con-
figurations as those in the table illustrated in FIG. 8, and
therefore their detailed description will be omitted. In FI1G. 9,
the design items set in the switches are managed. The design
items may be managed by a single table including the tables
in FIGS. 8 and 9.

FIG. 10 illustrates a configuration example of the tenant
independent item management table 354. The tenant indepen-
dent item management table 354 is designed to manage the
design items not depending on the tenant, and at least one
tenant independent item management table 354 may be
included in the multi-tenant information processing system.
The tenant independent item management table 354 includes
identifiers 1001 and design values 1002. The identifiers 1001
are designed to uniquely specify the items managed by the
tenant independent item management table 354. The design
values 1002 are set to values used as the design values of the
respective identifiers. It is desirable that the design values
1002 are set through the table generator 302 by the manager
in advance before the new configuration of the tenant.

FIG. 16 illustrates a configuration example of the tenant
pattern management table 358. The tenant pattern manage-
ment table 358 is designed to manage the configured tenants,
and at least one tenant pattern management table 358 may be
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included in the multi-tenant information processing system.
The tenant pattern management table 358 includes the tenant
identifiers 1601, pattern identifiers 1602, tenant names 1603,
and history identifiers 1604. The tenant identifiers 1601 are
integers uniquely set to identify the tenants. The tenant iden-
tifiers 1601 are set, for example, in ascending order at the time
of new configuration. The order other than the ascending
order may be applied. However, in this case, the calculation
formulae 702 are appropriately determined so that the setting
values calculated by the calculation formulae 702 of the
design algorithm management table 352 are prevented from
overlapping with each other among the tenants. The pattern
identifiers 1602 identify which of the configuration templates
351 configures the tenants. The tenant names 1603 are name
information added to facilitate understanding of the tenants.
The history identifiers 1604 are designed to manage configu-
ration histories of the tenants, and set at the time of newly
configuring the tenant, and reset when deleting the configu-
ration of the tenant. For example, the history identifiers 1604
are set to 1 at the time of generating the tenant, and O at the
time of deleting the tenant. When there is no need to manage
deletion of the tenant, the history identifiers 1604 are not
required.

FIG. 17 illustrates a configuration example of the com-
mand pattern management table 359. The command pattern
management table 359 is prepared for each of the configura-
tion templates and each type of the configuration manage-
ment requests. For example, when four configuration tem-
plates and three types of the configuration management
requests are provided, there are 12 command patterns. The
command pattern management table 359 includes device
identifiers 1701 and command patterns 1702. The setting
creation unit 341 generates a setting command string set for
each of the devices with reference to the tenant pattern man-
agement table 358, the command pattern management table
359, and the tenant design value management table 353 on the
basis of the tenant identifier included in a command genera-
tion request when an analysis result of the new configuration
request of the tenant is the command generation request.

FIG. 19 illustrates a configuration example of the resource
management table 355. The resource management table 355
includes a resource management table 3554 that manages a
use status of a VRF, a resource management table 3554 that
manages a use status of the VL AN, and a resource manage-
ment table 355¢ that manages a use status of the virtual router.
The resource management table 355 manages a resource
usage status and the identification information of the tenant
using that resource for each of the identifiers on a resource
basis. For example, the resource management table 355q
includes identifiers 1901, usage statuses 1902, and tenant
identifiers 1903. The identifier 1901 manages identifiers
available as the VRF. Also, the resource management table
3555 includes identifiers 1921 available as VLAN number,
usage statuses 1922, and tenant identifiers 1923. Further, the
resource management table 355¢ manages identifiers 1941
available as virtual router number, usage statuses 1942, and
identification information 1943 of the used tenant identifier.
When the resource to be managed exists other than the tables
illustrated in FIG. 19, a table may be provided for that
resource. Also, the resources may be managed in any methods
if a correspondence relationship can be managed.

FIG. 20 illustrates a configuration example of the resource
management unit 309. The resource management unit 309
includes, for example, an initialization unit 2001, a resource
change unit 2002, and a threshold controller 2003. The ini-
tialization unit 2001 initializes the resource management
table 355 according to an initialization request received from



US 9,088,503 B2

17

the configuration management request receiver 301. For
example, when the number of resources to be managed
increases due to introduction of a new network device, the
initialization unit 2001 generates a table, and initializes table
contents. When a resource is newly added, the initialization
unit 2001 registers all of the resources as available. Also,
when the resource is newly managed under the circumstance
where the device has been already introduced, and there is the
existing setting, the initialization unit 2001 registers the exist-
ing set resource as unavailable. The resource change unit
2002 receives inputs from the tenant configuration creating
unit 303, the tenant configuration modifying unit 304, and the
tenant configuration deleting unit 305, and updates the use
status of the subject resource in the resource management
table 355. For example, when the resource change unit 2002
receives the input from the tenant configuration creating unit
303, a new tenant consumes the resource. Therefore, the
resource change unit 2002 registers that the appropriate
resource has been “used” in correspondence with the identi-
fier of that resource, and registers the identifier of the tenant at
the same time. When the resource change unit 2002 receives
the input from the tenant configuration modifying unit 304, if
the resource change unit 2002 deletes any registered resource,
and newly ensures a resource, the resource change unit 2002
clears information on a corresponding identifier portion of the
registered resource, sets the use state of the identifier of the
resource newly ensured as “used”, and registers the tenant
identifier to be used. When the resource change unit 2002
receives the input from the tenant configuration deleting unit
305, the resource change unit 2002 erases registered contents
for the purpose of making the resource used by the tenant to
be deleted available, and sets the use state as “available”. For
example, when the tenant to be deleted uses the VRE, the
VLAN, and the virtual router, the resource change unit 2002
erases the registration of appropriate columns of all the
resource management tables 3554, 3555, and 355c¢.

FIG. 11 illustrates a tenant system configuration manage-
ment flow.

The configuration management request receiver 301
receives the tenant configuration management request from
the management terminals 135a and 13556 (S1101). The ten-
ant configuration management request includes, for example,
a tenant configuration creating request (A), a configuration
modifying request (B), a configuration deleting request (C), a
tenant management table setting request (D), a tenant display-
ing request (E), and a resource management request (F).
Information for identifying those requests may be included in
the tenant configuration management request. The configu-
ration management request receiver 301 identifies whether
the tenant configuration management request is the table set-
ting request, the configuration creating, the configuration
modifying, the configuration deleting, the tenant displaying,
or the resource management. If the tenant configuration man-
agement request is the configuration creating, the configura-
tion management request receiver 301 outputs the tenant con-
figuration management request to the tenant configuration
creating unit 303. On the other hand, if the tenant configura-
tion management request is the configuration moditfying, the
configuration management request receiver 301 outputs the
tenant configuration management request to the tenant con-
figuration modifying unit 304. Further, if the tenant configu-
ration management request is the configuration deleting, the
configuration management request receiver 301 outputs the
tenant configuration management request to the tenant con-
figuration deleting unit 305. If the tenant configuration man-
agement request is the table setting request for generating
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various tables for tenant design, the configuration manage-
ment request receiver 301 outputs the request to the table
generator 302.

In this example, if the tenant configuration management
request is the request for configuring a new tenant (configu-
ration creating request), the configuration creating request
includes, for example, a configuration pattern identifier indi-
cating how the tenant is configured, information related to the
number of resources in the server, and information related to
the number of resources in the storage.

When the received tenant configuration management
request is the setting request (D) for the tenant management
table 306, the table generator 302 generates the setting item of
the tenant management table 306, or the calculation formula
of the design algorithm management table 352 (S1103). The
respective tables can be set by using an appropriate technique.
For example, a setting item file corresponding to the device
may be created in advance, and set in an appropriate item of
the tenant management table 306. Also, the respective tables
may be sequentially set by the aid of a user interface.

If the received tenant configuration management request is
the configuration modifying request (B), the tenant configu-
ration modifying unit 304 analyzes the contents of the con-
figuration modifying request, and specifies, for example,
whether the configuration modifying request is virtual server
addition, deletion, or movement. Then, the tenant configura-
tion modifying unit 304 changes the setting of the virtual
server according to the specified contents, changes the setting
of the service network and the storage area network, and
updates the registered contents of the tenant design value
management table 353 (S1130).

If the received tenant configuration management request is
the configuration deleting request (C), the tenant configura-
tion deleting unit 305 deletes the respective items of the
resource management table 355 according to the configura-
tions of the virtual server, the virtual storage, the service
network, and the storage area network of the tenant to be
deleted, and deletes the registered contents from the tenant
design value management table 353 (S1140).

If the received tenant configuration management request is
the configuration creating request (A), the tenant configura-
tion creating unit 303 newly configures the tenant. First, the
request analyzer 330 analyzes the configuration creating
request (S1110). Subsequently, upon receiving a result of
analyzing the configuration creating request, the virtual stor-
age configuration unit 331 newly configures the virtual stor-
age constituting the tenant (S1111). In the new configuration
of the virtual storage, the virtual storage configuration unit
331 generates, for example, the LU according to the number
of virtual storages included in the new configuration request.
The LU can be generated by using the same technique as that
in the related art. When not only the number but also the
performance and size are contained in the request, the virtual
storage configuration unit 331 generates the LU according to
the included information. The virtual storage configuration
unit 331 may generate a storage other than the LU as the
virtual storage. For example, the virtual storage configuration
unit 331 may configure an iSCSI storage or a file storage. A
method of generating those storages can use the same tech-
nique as that in the related art. The virtual server configuration
unit 332 newly configures the virtual server constituting the
tenant according to the number of servers included in the
configuration creating request (S1112). In the new configu-
ration of the virtual server, the virtual server configuration
unit 332 generates, for example, a virtual machine. The vir-
tual machine can be generated by using the same technique as
that in the related art. Subsequently, the tenant design unit 340
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of the network configuration unit 333 generates the design
value for each of the design items of the network device
constituting the tenant (S1113). Thereafter, the setting cre-
ation unit 341 generates a setting command on the basis of the
design values generated by the tenant design unit 340
(S1114). The device setting unit 342 sets the setting command
generated by the setting creation unit 341 for the subject
device (S1115).

FIG. 12 is a flowchart illustrating the design flow S1113 of
the tenant.

In the tenant design flow, the tenant design unit 340 first
extracts the configuration pattern identifier from the configu-
ration creating request (S1202). The configuration pattern
identifier may be included in the configuration creating
request, or may be set from the management terminal 135,
separately. Subsequently, the tenant design unit 340 refers to
the configuration template 351, specifies the template corre-
sponding to the configuration pattern identifier, and specifies
the devices 602 to be used in the template (S1203). For
example, when the configuration template identifier included
in the configuration creating request is a configuration pattern
1, the tenant design unit 340 refers to an appropriate column
of the configuration pattern identifiers 601 of the configura-
tion template 351, and specifies that the configuration devices
602 are a switch 1 and an FW1. Also, the tenant design unit
340 stores the tenant identifiers 1601, the pattern identifiers
1602, the tenant names 1603, and the history identifiers 1604
in the tenant pattern management table 358.

Subsequently, the tenant design unit 340 selects one of the
configuration devices 602 (S1204). Then, the tenant design
unit 340 refers to the tenant design item management table
350 corresponding to the selected device, and selects one of
the design sub-items 502 (S1205). The tenant design unit 340
determines whether the selected design item depend on the
tenant, or not (independent), according to the tenant depen-
dence 503 (S1206). If the selected design item depend on the
tenant, the tenant design unit 340 shifts to S1207 whereas if
the selected design item does not depend on the tenant, the
tenant design unit 340 shifts to Step S1221. If the selected
design item depend on the tenant, the tenant design unit 340
determines whether the selected design item is designed to
calculate the design value, or to refer to the design value,
according to the classification 504 (S1207). If the selected
design item is designed to calculate the design value, the
tenant design unit 340 shifts to Step S1208 whereas if the
selected design item is designed to refer to the design value,
the tenant design unit 340 shifts to Step S1211. If the selected
design item is designed to calculate the design value, the
tenant design unit 340 refers to the design algorithm manage-
ment table 352, calculates the design value on the basis of the
calculation formula 702 corresponding to the identifier 506
and 701, and temporarily registers the calculated design value
in the tenant design value management table 353 (S1208).
Thereafter, the tenant design unit 340 shifts to S1209. Step
S1208 will be described in more detail later.

On the other hand, if the design item selected in Step
S1206, does not depend on the tenant, the tenant design unit
340 reads the design value 1002 corresponding to concerned
identifier 1001 in the tenant independent item management
table 354 according to the pointer to be accessed 505 and the
identifier to be referred 506, temporarily registers the read
design value 1002 in the tenant design value management
table 353, and shifts to a subsequent step S1209.

In Step S1207, if the selected design item is the reference
item, the tenant design unit 340 retrieves the tenant identifier
801, the device 802, and the identifier 803 of the tenant design
value management table 353 according to the pointer to be
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accessed 505 and the identifier to be referred 506, specifies an
entry corresponding to the identifier to be referred 506, and
refers to the corresponding design value 806. The tenant
design unit 340 temporarily registers the referred design
value as the design value of the design item, and shifts to the
subsequent step S1209.

In Step S1209, the tenant design unit 340 determines
whether unselected design item exists, or not, and if the
unselected design items exists, the tenant design unit 340
returns to Step S1205. If no design item to be selected exists,
the tenant design unit 340 shifts to a subsequent step (S1209).
After all of the design items have been designed, the tenant
design unit 340 determines whether there are undesigned
devices, or not. If there are the undesigned devices, the tenant
design unit 340 returns to Step S1204 whereas if there are no
undesigned devices, the tenant design unit 340 returns to
Subsequent Step (S1210). Then, the tenant design unit 340
determines whether an error flag is set, or not (S1211). If the
design values are calculated, the error flag is set when the
resources to be allocated to the tenant are short within the
multi-tenant information processing system. If the error flag
is set, the tenant design unit 340 executes the process in Step
S1231. On the other hand, if no error flag is set, because the
design items could be designed without any problem, the
tenant design unit 340 decides the contents temporarily reg-
istered in the tenant design value management table 353, and
also updates the resource usage status of the resource man-
agement table 355 (S1212). Then, the tenant design unit 340
completes the tenant design flow.

Also, in Step S1211, if the error flag is set, the tenant design
unit 340 deletes the temporarily registered contents of the
tenant design value management table 353, generates an error
message, and sends the generated error message to the man-
agement terminal 135 (S1231).

FIG. 13 is a flowchart illustrating the design value calcu-
lation flow S1208 among the tenant design flow. In this flow,
the tenant design unit 340 first refers to the resource manage-
ment table 355, and confirms the usable resource for the
subject design item (S1301). Subsequently, the tenant design
unit 340 refers to the resource threshold management table
356, and determines whether the usable resource for the sub-
ject design item is larger than a threshold value, or not
(S1302). If the remaining amount of resource is larger than
the threshold value, because the tenant can be designed, the
tenant design unit 340 shifts to processing in a subsequent
step S1303. On the other hand, if the usable resource is equal
to or smaller than the threshold value, the tenant design unit
340 shifts to processing in Step S1311. In Step S1303, the
tenant design unit 340 specifies the entry that the identifier
701 of the design algorithm management table 352 corre-
spond to the identifier to be referred 506 according to the
pointer to be accessed 505 and the identifier to be referred
506, and calculates the design value with reference to the
calculation formula 702 of the corresponding subject item
(S1303). A maximum value of the generated tenant identifiers
may be appropriately stored and updated. In this embodi-
ment, the tenant design unit 340 refers to the maximum value
among the tenant identifiers 1601 of the tenant pattern man-
agement table 358. In addition, respective information
required for the calculation formulae can be extracted from
the tables, the configuration management requests, and the
like. After calculation, the tenant design unit 340 returns to
the Step S1209.

In Step S1302, if the usable resource is equal to or smaller
than the threshold value, the tenant design unit 340 sets the
error flag 357. The reason that the error flag 357 is set is
because if a part of the resource cannot be ensured, the tenant
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cannot be newly configured, and therefore the design needs to
be invalidated. For example, if a certain resource for the
tenant configuration cannot be ensured, information tempo-
rarily registered in the tenant is cleared according to the error
flag.

FIG. 18 is a flowchart illustrating the flow S1114 for gen-
erating the setting commands for each of the devices by the
aid of the design values generated in the tenant design unit
340. In this flow, as a result of processing in the request
analyzer 330, if the management terminal 135 requests the
setting creation process, the setting creation unit 341 specifies
the identifier of the tenant and the type of request (configu-
ration create, etc.) from the request (S1801). This request may
be issued to the setting creation unit 341 from the tenant
design unit 340 by completing the calculation of the design
values in response to the request for the above-mentioned
configuration create or the configuration modify, other than
the input from the management terminal 135. Then, the tenant
design unit 340 refers to the tenant pattern management table
358, and specifies the configuration pattern identifier corre-
sponding to the identifier of the specified tenant (S1802).
Then, the tenant design unit 340 specifies the specified con-
figuration pattern identifier and the command pattern man-
agement table 359 corresponding to the type of request
(S1803). The tenant design unit 340 selects one device from
the device group registered in the device identifiers 1701
column of the specified command pattern management table
359, sets values to a reference portion of the command pat-
terns 1702 on the basis of the contents (design values) set in
the tenant design value management table 353, and generates
a command sequences (S1804). More specifically, when the
tenant design unit 340 selects an SW1 as the device of the
command pattern management table 359, the tenant design
unit 340 refers to a command pattern column, reads <VLAN
identifiers>, <gateway identifiers>, and <netmasks> from
appropriate columns of the tenant design value management
table 353, and generates the command sequences with addi-
tion of read information. The generated command sequences
may be displayed on a screen for each of the devices, or may
be held in a file format for each of the devices. The command
sequences may be managed in a desired format of the man-
ager. Then, the tenant design unit 340 repeats the process until
the command sequences to be set for all of the devices regis-
tered in the command pattern management table 359 have
been generated (S1805). Thereafter, the device setting unit
342 transmits the respective command patterns to the corre-
sponding devices for setting. If the confirmation by the man-
ager is unnecessary, the device setting unit 342 may automati-
cally set the results of generating the command sequences for
the devices constituting the tenant on the basis of the design
values designed by the tenant design unit 340.

According to this embodiment, the design items depending
on the tenant can be promptly and easily specified from the
design items set in the device group constituting the tenant at
the time of initially constructing the tenant.

Also, the setting values of the design items depending on
the specified tenant are calculated without overlapping with
the setting values of another tenant, as a result of which the
rapid initial configuration of the tenant can be realized to
improve the design efficiency while ensuring the indepen-
dence of setting among the tenants.

As compared with the related art, in the complicated sys-
tem according to this embodiment, at the time of initially
configuring the tenant, the design items depending on the
tenant are promptly and simply specified from the design
items corresponding to the devices constituting the tenant,
and the design values of the specified design items are calcu-

10

20

25

30

35

40

45

55

60

22

lated without overlapping with each other among the tenants,
thereby enabling the independence among the tenants to be
easily ensured.

2. Second Embodiment

In a second embodiment, when the configurations of the
respective tenants configured in the multi-tenant information
processing system are identical with each other, the design
items depending on the tenant are specified from the setting
items of the devices, and the setting values of the specified
design items are calculated.

The system configuration in the second embodiment of the
present invention is identical with that in the first embodi-
ment, and therefore will be omitted from the drawing. The
configuration template 351 can be omitted. The design flow of
the tenant is partially changed.

FIG. 15 illustrates a modified example of the design flow of
the tenant. If the configurations of the respective tenants
configured in the multi-tenant information processing system
are identical with each other, a process of specifying the
configuration of the tenant by the configuration template 351
is unnecessary. Therefore, the processes in Steps S1202 and
S1203 of FIG. 12 are not required. Instead, the devices are
selected by the aid of a unit for specifying the devices used by
the multi-tenant information processing system (S1501). Any
method may be applicable if what device is used can be
specified.

3. Others

The multi-tenant information processing system, the man-
agement server, and the configuration management method
according to this embodiment can be provided by a configu-
ration management program that allows a computer to
execute the respective procedures, a computer readable
recording medium recording the configuration management
program, a program product including the configuration man-
agement program and loadable in an internal memory of the
computer, or a computer including the program such as the
server.

The present invention is applicable to, for example, the
multi-tenant information processing system.

What is claimed is:

1. A management server in a multi-tenant information pro-
cessing system which includes a plurality of types of network
devices, a server device, a storage device, and the manage-
ment server, configures a plurality of tenants, each of the
plurality of tenants being a virtual system including a desired
network device among the network devices or a virtual net-
work device, a virtual server on the server device, and a virtual
storage on the storage device for each of a plurality of clients,
and accommodates the plurality of tenants, the management
server comprising:

a tenant design item table in which design items to be set
and information, indicating whether or not each of the
design items depends on each of the plurality of tenants,
are stored in advance for each device in each virtual
system constituting each of the plurality of tenants;

a design algorithm table in which one or more calculation
rules for calculating design values of the design items
is/are stored in advance in correspondence with the
design items, wherein the design values are different
from each other for each of the plurality of tenants;

atenant design unit that specifies, based on the information
in the tenant design item table at the time of initially
constructing each of the plurality of tenants, the design



US 9,088,503 B2

23

items depending on one or more of the plurality of ten-
ants among the design items for devices constituting the
plurality of tenants, calculates the design values of
specified design items depending on the one or more of
the plurality of tenants according to the one or more
calculation rules in the design algorithm table, and stores
calculated design values;

a configuration request receiver in the management server
that receives a configuration request and input informa-
tion; and

a tenant design value table that stores, for each of the
plurality of tenants, the design values of design items for
each device constituting each of the plurality of tenants
at the time of initially constructing each of the plurality
of tenants;

wherein the tenant design unit stores calculated design
values of the design items in the tenant design value
table.

2. The management server according to claim 1, further

comprising:

a configuration template in which identification informa-
tion of the devices constituting each of the plurality of
tenants is stored in advance in correspondence to con-
figuration pattern identifiers,

wherein the tenant design unit refers to the configuration
template based on the configuration pattern identifiers
which are input, and specifies the devices constituting
each of the plurality of tenants to be initially constructed.

3. The management server according to claim 2, wherein

the management server registers respective information
items in the configuration template in advance before
each of the plurality of tenants is initially configured.

4. The management server according to claim 1, wherein

the management server registers respective information
items in the tenant design item table and the design
algorithm table in advance before each of the plurality of
tenants is initially configured.

5. The management server according to claim 1, wherein

the tenant design item table further stores classification
information indicating whether to calculate a new
design value of a design item of the plurality of design
items according to the one or more calculation rules, or
to refer to a design value already calculated for the
design item, wherein the design item depends on the one
or more of the plurality of tenants, and

the tenant design unit calculates the new design value of the
design item according to the one or more calculation
rules, and stores the new design value.

6. The management server according to claim 5, wherein

the tenant design item table further stores destination infor-
mation, and

the tenant design unit reads the design value already cal-
culated, with respect to the design item which is indi-
cated by the classification information to refer to the
design value already calculated, according to the desti-
nation information, and stores the design value already
calculated as the new design value of the design item.

7. The management server according to claim 1, further

comprising:

aresource management table that manages resources of the
plurality of types of network devices,

wherein, when calculating the design values of the speci-
fied design items, the management server refers to the
resource management table to determine whether or not
the resources are insufficient.

8. The management server according to claim 1, further

comprising:
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a setting creation unit that manages a first corresponding
information having identification information for
uniquely identifying a constructed tenant associated
with configuration device information of the constructed
tenant indicating what devices are used to constitute the
constructed tenant, and a second corresponding infor-
mation having the configuration device information of
the constructed tenant associated with a command string
set for the devices, and creates the command sequence
for each of the devices by using the first corresponding
information and the second corresponding information
on the basis of the identification information of the con-
structed tenant included in the configuration request
which is input.

9. The management server according to claim 8, wherein

the setting creation unit adds a design value of correspond-
ing device, which is stored in the tenant design value
table, into the commands of the second corresponding
information, and creates the command string set for each
of the devices.

10. The management server according to claim 8, further

comprising:

a device setting unit that transmits the command string set
to the corresponding device for setting the command
sequence.

11. A multi-tenant information processing system which
includes a plurality of types of network devices, a server
device, a storage device, and a management server, configures
a plurality of tenants, each of the plurality of tenants being a
virtual system including a desired network device among the
network devices or a virtual network device, a virtualized
server on the server device, and a virtualized storage on the
storage device for each of a plurality of clients, and accom-
modates the plurality of tenants, wherein

the management server comprises:

a tenant design item table in which design items to be set
and information, indicating whether or not each of the
design items depends on each of the plurality of tenants,
are stored in advance for each device in each virtual
system constituting each of the plurality of tenants;

a design algorithm table in which one or more calculation
rules for calculating design values of the design items
is/are stored in advance in correspondence with the
design items, wherein the design values are different
from each other for each of the plurality of tenants;

atenant design unit that specifies, based on the information
in the tenant design item table at the time of initially
constructing each of the plurality of tenants, the design
items depending on one or more of the plurality of ten-
ants among the design items for each device in each
virtual system constituting the plurality of tenants, cal-
culates the design values of specified design items
depending on the one or more of the plurality of tenants
according to the one or more calculation rules in the
design algorithm table, and stores calculated design val-
ues;

a configuration request receiver in the management server
that receives a configuration request and input informa-
tion; and

a tenant design value table that stores, for each of the
plurality of tenants, the design values of design items for
each device constituting each of the plurality of tenants
at the time of initially constructing each of the plurality
of tenants;

wherein the tenant design unit stores calculated design
values of the design items in the tenant design value
table.
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12. The multi-tenant information processing system
according to claim 11, wherein
the management server creates a setting command for each
device in each virtual system on the basis of the design
value, and outputs the setting command to each device in
each virtual system constituting each of the plurality of
tenants to reconfigure each of the plurality of tenants.
13. A configuration management method for obtaining
design values set for devices constituting a plurality oftenants
at the time of reconfiguring the plurality of tenants, in a
multi-tenant information processing system which includes a
plurality of types of network devices, a server device, a stor-
age device, and a management server, configures each of the
plurality of tenants, each of the plurality of tenants being a
virtual system including a desired network device among the
network devices or a virtual network device, a virtual server
realized by the server device, and a virtual storage realized by
the storage device for each of a plurality of clients, and
accommodates the plurality of tenants, the configuration
management method comprising:
storing, in a tenant design item table, design items to be set
in each of a plurality of devices constituting the plurality
of tenants and information indicating whether or not
each of the design items depends on each of the plurality
of'tenants, for each of the plurality of devices constitut-
ing the plurality of tenants;
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storing, in a design algorithm table, one or more calcula-
tion rules for calculating the design values of the design
items, wherein the design values are different from each
other for each of the plurality of tenants;

specifying, in a tenant design unit, based on the informa-
tion in the tenant design item table at the time of initially
constructing each of the plurality of tenants, the design
items depending on one or more of the plurality of ten-
ants among the design items corresponding to devices
constituting the plurality of tenants;

calculating, by the tenant design unit, the design values of
specified design items depending on the one or more of
the plurality of tenants according to the one or more
calculation rules in the design algorithm table;

receiving, by a configuration request receiver in the man-
agement server, a configuration request and input infor-
mation; and

storing, in a tenant design value table, for each of the
plurality of tenants, the design values of design items for
each device constituting each of the plurality of tenants
at the time of initially constructing each of the plurality
of tenants;

wherein the tenant design unit stores calculated design
values of the design items in the tenant design value
table.



